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Words change their meaning

▪ Words change their meaning when used in novel contexts
▪ Word semantics can shift (e.g., nice: negative → positive)

▪ Words can obtain additional senses (e.g., mess: soup, cafeteria, disorder)

▪ Which factors drive semantic change?
▪ Often examined: utterance frequency

▪ Idea: entrenched words resist change more easily
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Hamilton et al. (2016, ACL): rate of semantic 
change decreases with frequency
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Semantic movements of words in COHA with three senses according to OED (points correspond to probability 
distributions over 3 senses; each line corresponds to a single word; top/bottom 50 words displayed).

Triangle: representation 
of a semantic space

Lines: semantic 
movement of a word

Words change their meaning
frequent
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Semantic movements of words in COHA with three senses according to OED (points correspond to probability 
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Words change their meaning
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Words change their meaning

▪ Here: three studies about the role of frequency
▪ Study 1: frequency and semantic variability
▪ Study 2: frequency and semantic diversification
▪ Study 3: interaction of frequency and acquisition in semantic variability, 

diversification, and displacement

▪ Data and methods: 
▪ Digitized diachronic text data (eng/ger)
▪ Acquisition data (eng)
▪ Computational modeling of semantics
▪ Population dynamics 
▪ Quantitative analysis of semantic change
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Study 1: frequency and variability

▪ What is the effect of frequency on the 
semantic variability (vs. stability) of words?

▪ Hamilton et al. (2016): 200 years (eng)

▪ Do we see similar effects on a shorter time 
scale as well?

8Baumann, Hofmann, Marakasova, Neidhardt & Wissik, 2023, Cognitive Linguistics.



Study 1: data

▪ Austrian Media Corpus (Ransmayr et al. 2017)

▪ Austrian German

▪ 20 years (1997-2017)

▪ 11 billion word tokens

▪ PoS tagged

▪ Balanced sample of ~3000 target words
▪ wrt frequency, growth, fluctuation

▪ Trained skipgram embeddings for each 
month (Mikolov et al. 2013)

▪ high temporal resolution

▪ one vector per month per word
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Study 1: lexical networks

▪ For each target word and each month:

▪ Ego-network based on cosine similarity 
between vectors

10Network of the word transparent in one month
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Study 1: measuring variability

▪ For each target word:

▪ Monthly distance between 
consecutive networks

▪ Variability ~ average distance
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Study 1: results

▪ Linear model of variability

▪ controlling for network size and 
PoS 

▪ Result: robust negative effect of 
frequency on semantic variability

▪ Even in short period of 20 yr!

▪ NB: effect reversed for words 
with small networks

13
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Résumé 1: frequency inhibits variability



Study 2: frequency and 
semantic diversification
▪ Words typically have multiple senses

▪ These senses have emerged over time

▪ E.g. the word mess

15Baumann, Stephan, Roth, 2023, EMNLP.



Study 2: semantic evolution of mess
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Study 2: semantic evolution of mess
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Study 2: semantic evolution of mess

18



Study 2: data

▪ Combination of several data sets (eng)

▪ Sense-distributions for ca. 3500 words based on Oxford English 
Dictionary and COHA (19th-20th century; Hu et al. 2019)

▪ Diachronically layered pre-trained word embeddings (HistWords)

▪ Frequency trajectories (COHA)
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Study 2: tendency to diversify meaning

▪ To what extent did a word get more 
senses over time? 

▪ Three options to measure polysemy:

A. Number of senses per decade 
(derived from Hu et al. 2019)

B. Diversity of sense distribution per 
decade (same data)
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Study 2: tendency to diversify meaning

A. .

B. .

C. Intransitivity of lexical network 
per decade (Hamilton et al. 2016)

▪ Word embeddings for each word

▪ Construct network of semantic 
neighborhood

▪ Compute transitivity/clustering 
coefficient 𝐶

▪ 1 − 𝐶  polysemy
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Study 2: tendency to diversify meaning

▪ For a single word: do this for each decade

▪ Take slope 𝜕 of each development as tendency to diversify meaning
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Study 2: effect of frequency on this tendency

▪ Frequency: measured via historical frequency 
trajectories

▪ Robust negative effects of (log) frequency on 
tendency of diversification 𝜕 
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Résumé 2a: frequency inhibits diversification
…but why?



Study 2: pop-dyn modeling

▪ Set up population dynamic model (ODE) of the usage 
of a single variant depending on a semantic property 
𝑥 in a speaker population
▪ e.g., mess = ‘portion of food’

▪ semantic property 𝑥: ‘valence’

▪ Allow for emergence of competing semantic variants 
𝑥 and 𝑦
▪ e.g. mess = ‘disgusting portion of food’ with lower valence

▪ Analyze predictions about the resulting long-term 
development of the semantic property
▪ e.g., development of average ‘valence’ of the word mess

25
Shibuya Crossing (Tokyo, 09/2022)
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change in the number of users

frequency adoption depending on 𝑥

negative frequency 
dependence

positive frequency 
dependence

conformism bias non-conformism bias

discriminability

difference between two variants



Study 2: evolutionary invasion analysis

▪ Result: frequency impedes stable 
coexistence of multiple senses

▪ Reason: 
▪ low frequency yields branching 

points
▪ high frequency yields stable states 

(evolutionary dead ends) in the 
meaning space that optimize 
transmission

▪ only if there is a sufficiently high 
tendency to behave in a non-
conformist way

Geritz et al. (1996), Doebeli (2011)
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Résumé 2b: frequency inhibits diversification
…because frequent words are transmitted easily



Study 3: frequency and acquisition

▪ Lexical transmission also depends 
on acquisition

▪ How do frequency and acquisition 
interact in semantic dynamics?

▪ Is the effect of frequency 
modulated by ease of acquisition?

▪ Psycholinguistic data: subjective 
age of acquisition (AoA) ratings 
(Kuperman et al. 2012)

30
Baumann, Scheicher, Böhm & Hartmann, 2024, Poster at CogSci.



Study 3: frequency and acquisition

▪ Three ways of measuring semantic dynamics

1. Diversification 
▪ Do words become more polysemous? (cf. Study 2, Baumann 

et al. 2023, EMNLP)

2. Displacement
▪ Do words shift far in the semantic space? (cf. Baumann et 

al. 2023, Cognitive Linguistics)

3. Variability
▪ Do word meanings fluctuate from period to period? (cf. 

Hamilton et al. 2016, ACL; Cassani et al. 2021, Cognitive Science)

31

Do trajectories approach the 
center, are they long, and are 
they wiggly?



Study 3: frequency and acquisition

▪ Preliminary findings (cf. Baumann et al. 2024, CogSci)

▪ Frequency uniformly demotes/stabilizes semantic 
dynamics, independent from acquisition

▪ Age of acquisition is more complex:
▪ Early acquired words show less variability/fluctuation and 

less displacement

▪ But: early acquired words are more likely to diversify than late 
acquired words

▪ NB: effect remains even if controlling for concreteness

32
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Résumé 3: frequency demotes semantic
dynamics even if acquisition is controlled for



Résumé

▪ Frequency inhibits semantic variability, displacement, and 
diversification

▪ Still somewhat puzzling: 
▪ synchronically, frequent words have more senses (cf. Zipf), but diachronically 

they don’t tend to become more polysemous

▪ theoretical model predicts that this is because frequent words are optimized for 
easy transmission, but early acquired words are more likely get more senses

▪ Digitized data & computational methods for quantifying meaning 
great for testing such hypotheses theoretically & empirically based on 
many words
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Thank you!


	Folie 1: Frequent words are semantically more stable than rare ones:  what computational modeling, corpus analysis, and psycholinguistic databases can tell us about lexico-semantic change
	Folie 2
	Folie 3
	Folie 4: Words change their meaning
	Folie 5: Words change their meaning
	Folie 6: Words change their meaning
	Folie 7: Words change their meaning
	Folie 8: Study 1: frequency and variability
	Folie 9: Study 1: data
	Folie 10: Study 1: lexical networks
	Folie 11: Study 1: lexical networks
	Folie 12: Study 1: measuring variability
	Folie 13: Study 1: results
	Folie 14: Study 1: results
	Folie 15: Study 2: frequency and semantic diversification
	Folie 16: Study 2: semantic evolution of mess
	Folie 17: Study 2: semantic evolution of mess
	Folie 18: Study 2: semantic evolution of mess
	Folie 19: Study 2: data
	Folie 20: Study 2: tendency to diversify meaning
	Folie 21: Study 2: tendency to diversify meaning
	Folie 22: Study 2: tendency to diversify meaning
	Folie 23: Study 2: effect of frequency on this tendency
	Folie 24: Study 2: effect of frequency on this tendency
	Folie 25: Study 2: pop-dyn modeling
	Folie 26: Study 2: pop-dyn modeling
	Folie 27
	Folie 28: Study 2: evolutionary invasion analysis
	Folie 29: Study 2: evolutionary invasion analysis
	Folie 30: Study 3: frequency and acquisition
	Folie 31: Study 3: frequency and acquisition
	Folie 32: Study 3: frequency and acquisition
	Folie 33: Study 3: frequency and acquisition
	Folie 34: Résumé
	Folie 35

