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THANK YOoU!

2024



275 wniversitat
s wien

THOU ART NYCE!™
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*Late Middle English: 'you are silly'



Words change their meaning

= Words change their meaning when used in novel contexts

* Word semantics can shift (e.g., nice: negative — positive)
» Words can obtain additional senses (e.g., mess: soup, cafeteria, disorder)

= Which factors drive semantic change?
= Often examined: utterance frequency
" |dea: entrenched words resist change more easily

~

Rate of semantic change
o
|
"

Hamilton et al. (2016, ACL): rate of semantic

change decreases with frequency e e A .

Log(frequency)
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Words change their meaning

frequent

100
AN
Triangle: representation . Lines: semantic

of a semantic space -, movement of a word

Semantic movements of words in COHA with three senses according to OED (points correspond to probability
distributions over 3 senses; each line corresponds to a single word; top/bottom 50 words displayed).
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Words change their meaning

frequent rare

Semantic movements of words in COHA with three senses according to OED (points correspond to probability
distributions over 3 senses; each line corresponds to a single word; top/bottom 50 words displayed).
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Words change their meaning

" Here: three studies about the role of frequency
= Study 1: frequency and semantic variability
= Study 2: frequency and semantic diversification

= Study 3: interaction of frequency and acquisition in semantic variability,
diversification, and displacement

= Data and methods:
= Digitized diachronic text data (eng/ger)
= Acquisition data (eng)
»* Computational modeling of semantics
" Population dynamics
» Quantitative analysis of semantic change



Study 1: frequency and variability
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* Hamilton et al. (2016): 200 years (eng) i e e s et sty g

measures of occurrence frequency to investigate whether a word's degree of semantic
change is sensitive to how often itisused. We show that this sensifivity can be detected
within a short time span (Le, 20 years), basing our analysis on a large corpus
. D : : < of German allowing for a high temporal resolution (ie, per month). We measure
O We S e e S I I I I I a r e e Ct S O n a S o rte r tl m e semantic variability and change with the help of local semantic networks, combining
elements of deep learning methodology and graph theory. Our micro-scale analysis
complements previous macro-scale studies from the field of natural language
S c a I e a S W e | | ? processing, corroborating the finding that high token frequency has a negative effect
. on the degree of semantic change in a lexical item. We relate this relationship to the
role of exemplars for establishing form—function pairings between words and their
habitual usage contexts.

Keywords: semantics; diachronic linguistics; corpus linguistics; semantic networks;
German

1 Introduction

Semantic change is among the most conspicuous forms of diachronic variation found
in language. When Romeo kills Tybald in the wake of a “nice [...] quarrel” (Romeo
and Juliet, Act 3, Scene 1), the average modern reader will invariably pause and
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Study 1: data

= Austrian Media Corpus (Ransmayr et al. 2017)

= Austrian German g S -
= 20 years (1997-2017) g 0
= 11 billion word tokens z
= PoS tagged .
* Balanced sample of ~3000 target words 2 &
= wrt frequency, growth, fluctuation § o _
" Trained Skipgram embeddings for each 1998 2002 2006 2010 2014 2018

month (Mikolov et al. 2013)
= high temporal resolution
" one vector per month per word

fime



g7 wniversitat
: ;‘/": WI e n

/’ 2]

Study 1: lexical networks

effizient ADJ

" For each target word and each month:

Anforderung NOUN

» Ego-network based on cosine similarity Strukiyr NOUN
between vectors

unterschiedlich_ADJ

Element NOUN

dunkel-ADJ
Farbe NOUN

zart -ADJ

hell “ADJ optisch_ADJ

elegant_ADJ

Network of the word transparent in one month
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Study 1: lexical networks

" For each target word and each month:

Anforderung NOUN

= Ego-network based on cosine similarity Struktyf: NOUN
between vectors

unterschiedlich_.

Element NOUN

dunkel ADJ
Farbe -NOUN

zart -ADJ

hell ADJ optisch_ ADJ

elegant ADJ

Network of the word transparent in one month
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Study 1: measuring variability

" For each target word:

=" Monthly distance between
consecutive networks

= Variability ~ average distance

network distance

time
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Study 1: results

" Linear model of variability

= controlling for network size and
PoS

= Result: robust negative effect of
frequency on semantic variability

" Even in short period of 20 yr!

= NB: effect reversed for words
with small networks

contextual variability

contextual variability

0.6

0.4

0.2

02"

00 4 V. Wmge
,

0 2 4
mean frequency

0.6 -

ADJ NOUN VERB
part of speech

interaction

¥
large networks

medium networks

mean network size

-= small networks

I T T 1
0 2 4 6

mean frequency

13
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Study 1: results

®* Linear model of variability :. =¥

= controlling for network size and S
POS O me:\n freq:ency E - partgi?l;r:;eech -

" Result: robust negative effect of - . [mteraction
frequency on semantic variability . |

= Even in short period of 20 yr! :

= NB: effect reversed for words £ - 0 atnaons

with small networks N T T

Résumé 1: frequency |nh|b|ts varlabmty'w

14



universitat
wien

Study 2: frequency and
semantic diversification

» Words typically have multiple senses
" These senses have emerged over time
" E.g. the word mess

Baumann, Stephan, Roth, 2023, EMNLP.

Seeing through the mess: evolutionary dynamics of lexical polysemy

Andreas Baumann', Andreas Stephan’”, Benjamin Roth'?
!Faculty of Philological and Cultural Studies, *Faculty of Computer Science,
*UniVie Doctoral School Computer Science DoCS
University of Vienna, Austria
{andreas.baumann, andreas.stephan,benjamin.roth}eunivie.ac.at

Abstract

Evidently, words can have multiple senses. For
example, the word mess refers to a place to have
food or to a confusing situation. How exactly
multiple senses emerge is less clear. In this
wark, we propose and analyze a mathe matical
mode] of the evolution of lexical meaning o
investigate mechanisms leading to polysemy.
This moda] features factors that have bean dis-
cussed to impact the semantic processing and
transmission of words: word frequency, non-
conformism, and semantic discriminability. We
formally derive conditions under which a sensa
of a word tends to diversify itself into multiple
senses that coexist stably.

The model pradicts that diversification is pro-
moted by low frequency, a strong bias for non-
conformist usage, and high semantic discrim-
inability. We statistically validate these pre-
dictions with historical language data cover-
ing semantic developments of a set of English
wards. Multiple alternative measures are used
to operationalize each variable involved, and
we confirm the predicted tendencies for twelve
combinations of measumes.

1 Introduction

In natural language, lexical polysemy, i.e., the pres-
ence of multiple senses for a single word form, is
the rule rather than the exception. The word mess,
for instance, can denote, among other things, a
room in which food is served, semi-liquid food, a
confusing situation, or a physical state of disorder
From a communicative point of view, the fact that
one form refers to multiple senses is, at first sight,
sub-optimal given that ambiguity acts against suc-
cessful communication. Yet, populations of speak-
ers sustain a multitude of polysemous words in
their communicative systems, viz, languages.
Where does this semantic diversity come from?
Evidently, multiple senses of a word do not just
simply appear. Rather, word meaning evolves over
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X nes v P ‘portion of soup
Hysag
X syt = Tdizgusting) partion of smup!
xux

X sl omaistinich {disgusting! portion of soup’
LETTE)
X . sentiment dimensian

Figure 1@ (a) Evolutionary tree of the senses of mess
based on first dates of attestation as documented in the
Oxford English Dictionary (OED). (b) Schematic sketch
of the diversification of mess in the semantic dimension
of sentiment (negative to positive).

time and diversifies itself as additional senses are
established in the population of speakers (Trau-
gott, 1985; Deane, 1988; Sagi et al., 2011; Mitra
et al., 2014; Hamilton et al., 2016; Huet al., 2019;
Schlechtweg et al., 2020). Figure 1a displays the
evolutionary tree of the semantics of the word mess.

The goal of this paper is to identify conditions
under which semantic diversity is enforced with
the help of analytic models of the population dy-
namics of words. More specifically, we define
a model of the spread of words through a popu-
lation of speakers in which word transmission is
governed by social and cognitive factors that have
been suggested to be relevant to semantic change:
word frequency, non-conformism, and semantic
discriminability. An analytical assessment of our
model shows that these factors indeed affect the
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Study 2: semantic evolution of mess

A portion of semi-liquid food.

senses

I I I I I [ [ I
1300 1400 1500 1600 1700 1800 1900 2000

time
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Study 2: semantic evolution of mess

senses

I
1300

I
1400

I
1500

I
1600

time

I
1700

[
1800

[
1900

I
2000

Have one's meals with a particular person.
A building or room providing meals.

A company of people eating together.

A portion of semi-liquid food.

A quantity of milk/food.

A large amount or quantity of something.

17
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Study 2: semantic evolution of mess

Have one's meals with a particular person.
A building or room providing meals.

A company of people eating together.

A portion of semi-liquid food.

A quantity of milk/food.

senses

A large amount or quantity of something.

A situation that is confused and full of problems.

Make untidy or dirty.

A dirty or untidy state of things or of a place.

To mishandle or bungle an enterprise.

I I I I I [ [ I
1300 1400 1500 1600 1700 1800 1900 2000

time 18
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Study 2: data

* Combination of several data sets (eng)

= Sense-distributions for ca. 3500 words based on Oxford English
Dictionary and COHA (19th-20th century; Hu et al. 2019)

*" Diachronically layered pre-trained word embeddings (HistWords)
" Frequency trajectories (COHA)
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Study 2: tendency to diversity meaning

| TO What extent dld a WOrd get more distribution of senses of mess over time
senses over time? 2 -
" Three options to measure polysemy:  _
A. Number of senses per decade § o |
(derived from Hu et al. 2019) & ©
o
B. Diversity of sense distribution per & 3 -
decade (same data) =
A situation that is confused and full of problems. g —

A building or room providing meals and recreational facilities for members of the armed forces. T T T T

A large amount or quantity of.

A dirty or untidy state of things or of a place. 1850 1900 1950 2000
A portion of semi-liquid food.

Have one's meals with a particular person, especially as a member of an armed forces' mess.

Make untidy or dirty. 20
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Study 2: tendency to diversity meaning

rc%:ption ogicer
C. Intransitivity of lexical network ¢" doygrsair gy
h
per decade (Hamilton et al. 2016) o b nc ya
* Word embeddings for each word gel brggtast — P
= Construct network of semantic e cemantic network
neighborhood d Jash pot bottle o Of mess in the 1950s
= Compute transitivity/clustering & gean gt
coefficient C /e sart  pretty
. 1 . C o p0|ysemy Calg oar Seat dlrty stl.lff %mn yOUTSﬁ]f
dggnned
bynch - 3 %m:%“y il
ell
%nn)g Jot gling

gﬂl't 21
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Study 2: tendency to diversity meaning

" For a single word: do this for each decade
» Take slope 0 of each development as tendency to diversify meaning

three ways of measuring the tendency of mess to diversify meaning

2 - O g ~ @) = O
E © — Cch @ o 2 57 @) ©
o " 2 | O O
=, G w4 000 0000 T 00
— c o O
CIJ Q © o O
0o O Qo ¥ O O 5 |
5 00~ 5 =0.054 € 9 = 0.013 £ 1 o  8=0.0003
T T 1 c | T | | o | | T |
1850 1900 1950 2000 1850 1900 1950 2000 1850 1900 1950 2000

time
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Study 2: effect of frequency on this tendency |

=
n
1

" Frequency: measured via historical frequency
trajectories

d sense diversity
& =
£n =
1 1

" Robust negative effects of (log) frequency on

tendency of diversification 0

tendency to diversify meaning
d number of senses

g intransitivity
> S
|

=
o
|

frequency
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Study 2: effect of frequency on this tendency |

" Frequency: measured via historical frequency . §
trajectories £ o
= Robust negative effects of (log) frequency on £ 4
tendency of diversification d £ 5
S |
Résumeé 2a: frequency inhibits diver s

.but why?

frequency



universitat
wien

Study 2: pop-dyn modeling

= Set up population dynamic model (ODE) of the usage
of a single variant depending on a semantic property
X in a speaker population
" e.g., mess = ‘portion of food’
" semantic property x: ‘valence’

Shibuya Crossing (Tokyo, 09/2022) |
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Study 2: pop-dyn modeling

= Set up population dynamic model (ODE) of the usage
of a single variant depending on a semantic property
X in a speaker population
" e.g., mess = ‘portion of food’
= semantic property x: ‘valence’

= Allow for emergence of competing semantic variants
x and y

= e.g. mess = ‘disgusting portion of food” with lower valence

= Analyze predictions about the resulting long-term
development of the semantic property

= e.g., development of average ‘valence’ of the word mess

Shibuya Crossing (Tokyo, 09/2022) |
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change in the number of users

positive frequency negative frequency
dependence dependence

T h
U = c,ooz(x)UN—l—ﬁ:\(A = O)UU—I)/(A = 0)UU

conformism bias non-conformism bias

difference between two variants >

non-conformism v \/

K(A) = ko exp(—1/2 - A%§?

)
I/(A) = 1) exp(—1/2 : A252) discriminability

conformism Kk

-04 -0.2 0.2 0.4
difference x - y 27
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Study 2: evolutionary invasion analysis

= Result: frequency impedes stable E

coexistence of multiple senses

= Reason: 3
= low frequency yields branching ‘3 Y

points

= high frequency yields stable states

(evolutionary dead ends) in the
meaning space that optimize
transmission

= only if there is a sufficiently high
tendency to behave in a non-
conformist way

0.0

Geritz et al. (1996), Doebeli (2011)

L .j

0.2

K,

"i‘l’ branching at

singularity X,

0.8 1.0

semantic property x
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Study 2: evolutionary invasion analysis

= Result: frequency impedes stable
coexistence of multiple senses

® Reason:

= low frequency yields branching
points

= high frequency yields stable states
(evolutionary dead ends) in the
meaning space that optimize
transmission

= only if there is a sufficiently high

tfAanAdAanc~s A halhAaviAa Th A mAan

evolutionary time

/
.. . . .
0.2 0.4

"if‘ branching at

singularity X,

3 0
semantic property x

Résume 2b: frequency inhibits diversification
..because frequent words are transmitted easily

Geritz et al. (1996), Doebeli (2011)
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Study 3: frequency and acquisition

= Lexical transmission also depends
on acquisition

" How do frequency and acquisition
interact in semantic dynamics?

" |s the effect of frequency
modulated by ease of acquisition?

" Psycholinguistic data: subjective

age of acquisition (AoA) ratings
(Kuperman et al. 2012)

Baumann, Scheicher, Bohm & Hartmann, 2024, Poster at CogSci.

early late

100 =

,. “ﬁ.s 2\

\E} =]

frequent rare
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Study 3: frequency and acquisition

" Three ways of measuring semantic dynamics

1. Diversification

* Do words become more polysemous? (cf. Study 2, Baumann
et al. 2023, EMNLP)

2. Displacement v

= Do words shift far in the semantic space? (cf. Baumann et /:é,
al. 2023, Cognitive Linguistics) o LE fF—
%

3. Varlab"'ty Do trajectories approach the

" Do word meanings fluctuate from period to period? (cf. center, are they long, and are
Hamilton et al. 2016, ACL; Cassani et al. 2021, Cognitive Science) they wiggly?
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Study 3: frequency and acquisition

" Preliminary findings (cf. Baumann et al. 2024, Cogsci)

* Frequency uniformly demotes/stabilizes semantic
dynamics, independent from acquisition

= Age of acquisition is more complex:

= Early acquired words show less variability/fluctuation and
less displacement

= But: early acquired words are more likely to diversify than late
acquired words

= NB: effect remains even if controlling for concreteness

-0.05 0.00 0.05

-0.10 -005 000 005 010 -0.10

-0.05 0.05

-0.15

frequency

diversification

Aoh frequency:Aod
displacement

frequency

Aoh frequency:Aod
variability

freauency

Aok frequency: Aol
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-0.05 0.00

Study 3: frequency and acquisition

-0.10

" Preliminary findings (cf. Baumann et al. 2024, cogsci) N

displacement

* Frequency uniformly demotes/stabilizes semantic
dynamics, independent from acquisition

= Age of acquisition is more complex:

= Early acquired words show less variability/fluctuation and |
less displacement —

frequency Aoh frequency:Aod

= But: early acquired words are more likely to diversify than late vatiabilty

-0.10 -005 000 005 010

Résume 3: frequency demotes semantid T

dynamics even if acquisition is controlled for

freauency Aok frequency: Aol
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Résume

" Frequency inhibits semantic variability, displacement, and
diversification

= Still somewhat puzzling:

» synchronically, frequent words have more senses (cf. Zipf), but diachronically
they don’t tend to become more polysemous

» theoretical model predicts that this is because frequent words are optimized for
easy transmission, but early acquired words are more likely get more senses

" Digitized data & computational methods for quantifying meaning
great for testing such hypotheses theoretically & empirically based on

many words
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