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What will expect you in this talk:
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Shameless self-advertising
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I will jump all over the place …
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… in the hope to provoke some thoughts and a 
fruitful discussion
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I want to start with our most recent contribution
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What is Bullinger Digital about?
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~ 10k ~ 2k



Workflow in Bullinger Digital
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Metadata Processing

● Scanning of index card 

catalogue

● OCR

● Crowd sourcing
○ Correction of the OCRed index 

cards

○ 6 months during COVID

● Starting point for a relational 

DB
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Add to this DB → Add already edited 
transcriptions

● ~20 already published editions since 1974
○ = 3’000 edited letters

○ The editors at the Institute for Swiss Reformation Studies 

(www.irg.uzh.ch) added around 80k (!!!) footnotes

● In 2016:
○ www.teoirgsed.uzh.ch

○ Digitised (already published) editions

■ Text available in the form of searchable PDFs

■ Limited search options
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http://www.irg.uzh.ch
http://www.teoirgsed.uzh.ch


teoirgsed

● Problems:
○ Special characters (e-caudata ę used in Latin or the “u with a ring on 

top” ů for the Early New High German diphthong uo not represented :-(

○ First 7 editions: PDF only, for the rest, TUSTEP ( → :-( ) and these 

digitised PDFs.
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+ about 5’000 provisional transcriptions 
in “.txt” format

● Some leftovers of TUSTEP markup

● Extraction and structuring of text 

and metadata

● Together with the edited texts → 

transformation to custom XML

● Put everything in GitHub
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Digitisation of letters @ Central Library & 
State Archive Zurich
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Metadata alignment with Scan-App
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Handwritten Text Recognition
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30k lines



Different handwriting styles
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Leo Jud
[Zürich ZB, Ms F 62,343]

Ambrosius Blarer
[Zürich ZB, Ms F 62,23 1 fol S.]

Huldrych Zwingli
[Zürich StA, E I 3.1, Nr. 63 1 S. 4°]

Markus Bertschi
[Zürich ZB, Ms A 51,10 2/3 fol. S.]

Johannes Rhellikan
[Zürich ZB, Ms F 62,459 1 fol. S.]

Anne Hooper
[Zürich StA, E II 369,203]

Ulrich Stoll
[Zürich StA, A 230.1, Nr.159 a 1/3 fol. S.]

Wolfgang Rüpplin
[Zürich StA, A 230.2, Nr.76 1 fol. S.]

Bürgermeister und Rath von Basel
[Zürich ZB, Ms A 51,9 1/2 fol. S.]

Latin

Early New High German



3 test sets and 3 different models

● A global test set → 10% of the overall data

● A test set consisting of lines from frequent writers → wrote >10 letters to Bullinger
○ 1,235 lines

● A test set consisting of lines from infrequent writers → wrote <10 letters to Bullinger
○ 1,013 lines

● Fine-tuned TrOCR on
○ all of the training data ( → multilingual model)

○ Latin lines only ( → Latin model)

○ ENHG lines only ( → ENHG model)
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Results
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Frequent writers Infrequent writers



Result in the interface
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Language identification, NER, normalisation
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Machine translation
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TEI(-Publisher)
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New avenues for digital editions … Spoiler: it’s all LLMs, or …
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Translation
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Automatic summaries
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Visual storytelling
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For linguists … 
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To appear in
 this year’s proceedings of 

the Workshop on Computational 

Linguistics for Cultural Herita
ge, Social 

Sciences, Humanitie
s and Literature 



Something that is not GPT, but still in development: Topic 
Modeling
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What would we do differently?

● Work in TEI-XML from the beginning
○ Include the TEI-Publisher as well

● Do not underestimate the preprocessing steps!
○ Turning various input formats (PDF, TuStep, HTML) with historical symbols (e. g., ů) in multiple 

languages (in both Latin and Greek scripts) into a uniformly structured repository is time-consuming

● Unifying sources is not straightforward, even if call numbers are available (problems: 
typos, change over time).
○ Call numbers can be messy or outdated, but you need a system to keep track of your inventory

● Named Entity Recognition and Linking is challenging because of name variation 
(different spellings and names for the same person) and name duplicates (e. g., same 
name for father and son).

● Classifying the letters by topic is hard because of topic overlap and vagueness.
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If you want to use the Bullinger data:

https://github.com/bullinger-digital/bullinger-korpus-tei
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https://github.com/bullinger-digital/bullinger-korpus-tei
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[vobis gratias ago]

[Thank you]


