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CONTEXT

Great HL technologies have been developed:

 Machine Translation (Google Translate)

 Speech-to-text (Siri)

 Autocompletion (Gmail)

- But mostly available in English (other well-resourced languages)

- Reason: ML models need data to perform well



WHY WE NEED HLTS IN INDIGENOUS LANGUAGES

- We are increasingly interfacing with computers via speech (inclusivity monolingual 
non-English speakers)

- Can assist with implementation of language policies

- Continue to attract new speakers

- Access and document oral history



NORMAL VS. TRANSFER LEARNING

One model trained on data to perform a single task



[1] MULTI-TASK TRANSFER LEARNING

One model trained on multiple tasks (Semantic Role Labelling, POS tagging, Named Entity 
Recognition)



MULTI-TASK TRANSFER LESSONS
- The tasks you choose matter

- Interleaving vs. sequential

- Impact on unequal datasets?

- The model you choose matters

Remember! 2008 paper.

https://dl.acm.org/doi/abs/10.1145/1390156.1390177


[2] KNOWLEDGE DISTILLATION
[KNOWLEDGE DISTILLATION: A SURVEY – GOU ET AL.]

In order to reduce latency, train smaller student model from much larger 
parent model

[DistilBERT] “has 40% less parameters than bert-base-uncased, runs 60% 
faster while preserving over 95% of BERT’s performances as measured on the 
GLUE language understanding benchmark.” – huggingface.co

https://arxiv.org/abs/2006.05525
https://huggingface.co/docs/transformers/model_doc/distilbert


[3] CROSS-LINGUAL TRANSFER

Usually, ML models are trained on a single language

Disadvantages:

 We need to train one model per language

 Maintain each languages model

 No leveraging of similarity between languages

 Wide disparity in performance between languages, given available data



MULTI-LINGUAL MODELS

Solution: multilingual models

 Single model trained on 100+ languages

 Can perform task in multiple languages



MONOLINGUAL TRANSFORMER MODELS
[THE ILLUSTRATED TRANSFORMER: JAY ALAMMAR]

Progress: statistical models => neural networks => deep learning => transformers

Transformers:

 pretrained on large (multilingual) corpus [MLM, NSP] [language acquisition]

 Fine-tuned for specific task [skill acquisition]

BERT, etc…

https://jalammar.github.io/illustrated-transformer/


NATURAL LANGUAGE UNDERSTANDING TASKS

- Part-of-Speech Tagging

- Named Entity Recognition [Location, Person, Organisation]

- Paraphrase Identification

- Natural Language Inference [(premise, hypothesis) => entailment, contradiction, 
neither]

- Document classification [news articles]

- Question Answering [Single word, span in running text]

- “Diverse set of tasks helps us learn the characteristics of model”



BASIC TASKS ARE IMPORTANT



DOMINANCE OF TRANSFORMER MODELS
[GLUE BENCHMARK]

https://gluebenchmark.com/leaderboard


ALSO TRUE FOR SUPERGLUE
[SUPERGLUE BENCHMARK]

https://super.gluebenchmark.com/leaderboard


MULTILINGUAL TRANSFORMER MODELS

- mBERT

- mT5 (Google)

- M2M100 (Facebook)

- XLM-R



XTREME BENCHMARK
[XTREME + XTREME-R]

https://sites.research.google/xtreme/dataset


OUR 2 PROBLEMS WITH USING TRANSFORMERS

1. No corpus – running text – to pretrain the transformer model

2. No data to fine-tune the model for specific task



PROBLEM 1: WIKIPEDIA
[HTTPS://META.WIKIMEDIA.ORG/WIKI/LIST_OF_WIKIPEDIAS, ACCESSED 16 AUGUST 2022]

https://meta.wikimedia.org/wiki/List_of_Wikipedias


PROBLEM 1: COMMCRAWL
[STATISTICS OF COMMON CRAWL MONTHLY ARCHIVES, ACCESSED 16 AUGUST 2022]

https://commoncrawl.github.io/cc-crawl-statistics/plots/languages


PROBLEM 2: XTREME BENCHMARK LANGUAGES



PROBLEM 2: XTREME-R



PROBLEM 2: XGLUE BENCHMARK LANGUAGES
[XGLUE BENCHMARK]

https://microsoft.github.io/XGLUE/


THE PROMISE!

Zero-shot transfer produces good results

 Fine-tine multilingual transformer model on source language(s) samples, test on target language

Few-shot [10 - 100] transfer enhances results

 Fine-tune multilingual transformer model on source language(s) and a few target language samples, 
test on target language



GOOD RESULTS BEING REPORTED



NO SUBSTITUTE FOR DATA

Overcome Problem 1: Build larger corpora

Overcome Problem 2: Translate datasets into SA languages [can’t test cross-lingual 
transfer without this!]



NO ESCAPE FROM FUNDING DATASET CREATION



THANK YOU!

Question?

And comments…


